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Introduction and Background 

Phase transitions, as a kind of well-known phenomena in artificial intelligence, have 
attracted a great amount of attention in recent years [1,2]. Many NP-complete prob-
lems, such as random SAT and random Constraint Satisfaction Problems (CSPs), 
have a critical point that separates overconstrained and underconstrained regions, and 
soluble-to-insoluble phase transition occurs at this critical point, which is always 
accompanied with the transitions of CPU runtimes. Both systematic search algorithms 
and local search algorithms suffer an easy-hard-easy pattern when solving those prob-
lems. In fact, the easy-hard-easy patterns are not only expressed in terms of the time, 
but also in terms of the space. That is phase transition in knowledge compilation. 

Knowledge compilation [3] is used to compile solutions of a problem into a tracta-
ble language. Many target languages of knowledge compilation have been proposed 
for compiling SAT instances and CSPs. Easy-hard-easy patterns in those languages 
have been shown in the early studies [4,5]. Schrag and Crawford [4] studied phase 
transitions in compiling 3-SAT instances to prime implicates (PIs) and showed the 
critical point occurs when the ratio (r) of #clauses (m) to #variables (n) is around 2.0. 
While recent studies have proposed many more succinct languages [3], such as Or-
dered Binary Decision Diagram (OBDD) [6], deterministic, Decomposable Negation 
Normal Form (d-DNNF) [7] and Deterministic Finite-state Automaton (DFA). Differ 
from PIs, these languages covert solutions into more compact forms using the prop-
erty of solution symmetry. In this paper, we investigate easy-hard-easy patterns in 
empirical results of compiling random SAT and CSP into OBDD, d-DNNF and DFA.  

Main Results 

First, we show experimental results concerning random 3-SAT instances. Fig. 1 de-
picts the easy-hard-easy pattern when compiling instances with n=30 into the three 
target languages, where the number of nodes in the compilation results are used to 
measure the sizes. The peak points of those curves are with same value of the ratio r, 
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which is 1.8. Additionally, random k-SAT instances are also considered. We can 
obverse that those target languages share the same critical point of the easy-hard-easy 
pattern, where r≈2.6 for k=4 and r≈4.5 for k=5. Based on those results, we conjecture 
that all target languages belonging to subsets of Decomposable Negation Normal 
Form (DNNF) suffer the compilation phase transition with the same critical point. An 
explanation of this phenomenon is the inherent changes on interchangeable structure 
of solutions. We observe that the number of interchangeable solutions with respect to 
2 variables has a great impact on the sizes of compilation results. 

Next, we show the sizes of compilation results increase exponentially as n grows 
linearly. We convert 3-SAT instances into d-DNNFs, and take 6 values of r uni-
formly. For each r, we vary n from 10 to 60 at increments of 5. Fig. 2 shows the re-
sults with the logarithmic vertical axis. Curves are all nearly linear, so the size grows 
exponentially in the general cases. As r is close to 1.8, slopes of lines grow larger, and 
the sizes around phase transition regions grow fastest. Besides, we surmise there also 
exists a phase transition separates polynomial and exponential sizes. For 3-SAT, the 
critical point of the polynomial-to-exponential phase transition is around r=0.3. 

Furthermore, we show that the easy-hard-easy pattern also exists in compiling ran-
dom CSPs. We employ RB model [7] to generate random CSP instances. The RB 
model is described by constraint arity k, the number of variables n, domain size d=nα, 
constraint number m=rnlnn, and the constraint tightness p. We fix k, α,p, and compile 
CSPs into DFAs. The peak point of DFA sizes is fixed as the number of variables 
increases. For instance, when k=2, α=1.2, p=0.5, the peak point occurs at r=0.52. 

0 0.5 1 1.5 2 2.5 3 3.5 4
0

1000

2000

3000

4000

5000

The ratio of #clauses to #variables

A
ve

ra
ge

 s
iz

es
 o

f t
ar

ge
t l

an
gu

ag
es

 

 

OBDD
d-DNNF
DFA

20 25 30 35 40 45 50 55 60

102

104

106

108

Number of variables 

A
ve

ra
ge

 s
iz

e

 

 

r=0.6
r=1.2
r=1.8
r=2.4
r=3.0
r=3.6

 
              Fig. 1. The easy hard easy pattern                 Fig. 2. Exponential increments of sizes 
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